Two-dimensional modeling of water and nitrogen fate from sweet sorghum irrigated with fresh and blended saline waters
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A B S T R A C T

The need for reducing irrigation water demand and non-point source pollution all across Europe has made sweet sorghum [Sorghum bicolor (L.) Moench], due to its lower water and nutrient requirements, an interesting alternative to other traditional summer crops in European Mediterranean regions. HYDRUS-2D was used to model the fate of nitrogen in a plot planted with sweet sorghum grown under Mediterranean conditions between 2007 and 2010, while considering drip irrigation scenarios with different levels of nitrogen and saline waters. HYDRUS-2D simulated water contents, ECw, and NH4 and NO3− concentrations continuously for the entire duration of the field experiment, while producing RMSE between simulated and measured data of 0.030 cm−3 cm−3, 1.764 dS m−1, 0.042 mmol, L−1, and 3.078 mmol, L−1, respectively. Estimates for sweet sorghum water requirements varied between 360 and 457 mm depending upon the crop season and the irrigation treatment. Sweet sorghum proved to be tolerant to saline waters if applied only during one crop season. However, the continuous use of saline waters for more than one crop season led to soil salinization, and to root water uptake reductions due to the increasing salinity stress. The relation found between N−NO3− uptake and dry biomass yield (R2=0.71) showed that nitrogen needs were smaller than the uptakes estimated for the scenario with the highest levels of nitrogen application. The movement of N out of the root zone was dependent on the amount of water flowing through the root zone, the amount of N applied, the form of N in the fertilizer, and the timing and number of fertigation events. The simulations with HYDRUS-2D were useful to understand the best strategies toward increasing nutrient uptake and reducing nutrient leaching. In this sense, N−NO3− uptakes were higher when fertigation events were more numerous and the amounts applied per event smaller.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Non-point source pollution is among the most important and widespread environmental problems in European Mediterranean agricultural regions. Farmers usually apply high rates of water and nitrogen fertilizer to insure that crop needs are fulfilled, while producing inefficient water and nitrogen use, and increasing leaching potential of nutrients into the groundwater.

The European Commission implemented the Council Directive 91/676/EEC in 1991, also referred to as the Nitrates Directive, which imposed upon EU-Member States the establishment of various action programs for reducing water contamination caused or induced by agricultural sources. However, 20 years later many European regions with higher agriculture intensity continue registering high nitrate concentrations in a significant number of groundwater monitoring stations. In particular, many monitoring stations in the European Mediterranean Member States showed relatively high values throughout 2004–2007. Nitrate vulnerable zones covered 3.7% of Portugal, 6.8% of Cyprus, 12.6% of Spain and Italy, 24.2% of Greece, and 100% of Malta’s territories (European Commission, 2010a,b).

In these water-scarce European Mediterranean regions, the use of crops with lower water and nutrient needs has recently been considered to be an adequate alternative to traditional crops such as corn, in order to reduce nutrient loads into the groundwater (Barbanti et al., 2006). Sweet sorghum (Sorghum bicolor (L.) Moench) was regarded among the most interesting annual crops to be grown in these environmentally stressed areas (Almodares and Hadi, 2009; Vasilakoglou et al., 2011). Sweet sorghum is a drought resistant crop with relatively low water requirements and high water-use efficiency (Mastrorilli et al., 1995, 1999; Steduto et al., 1997; Katerji et al., 2008), and is moderately tolerant to
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salinity (Maas, 1990; Hoffman and Shalhevet, 2007). Sweet sorghum is furthermore an important alternative source for renewable energy because of its ability to store large quantities of non-structural carbohydrates (sucrose, glucose, and fructose) in its stems that can be converted into fuel ethanol (Prasad et al., 2007; Zhao et al., 2009; Almodares and Hadi, 2009).

A large number of analytical and numerical modeling tools are available to evaluate the effects of different agricultural practices on nitrogen leaching, nutrient uptake, and crop yield (e.g., Johnson et al., 1987; Hutson and Wagenet, 1991; Ma et al., 2001; Simánek et al., 2008; Doltra and Muñoz, 2010). Simulation models can rapidly perform a long-term analysis of the effects of introducing new crops and/or new agricultural practices in nitrate vulnerable zones, and help develop action programs to minimize nutrient loads into groundwater as required by the Nitrates Directive.

Some of those physical-based models have been calibrated and/or validated to simulate water movement (Fernando, 1993; Cameira et al., 2005), nutrient transport (Cameira et al., 2003, 2007), soil salinity distribution (Gonçalves et al., 2005; Ramos et al., 2011), and runoff and soil erosion (Fontes et al., 1992) in different regions of Portugal. Semi-empirical water balance models have also been developed to improve irrigation scheduling and reduce water losses (Pereira et al., 1995; Rosa et al., 2012). However, these approaches have been only one-dimensional and neglected water and solute fluxes, and pressure head and concentration gradients in the horizontal direction. Additionally, one-dimensional models fail to adequately simulate micro-irrigation systems (such as drip emitters, drip tape, and micro-sprinklers), which can efficiently apply water and nutrients in the right amounts and precise locations throughout a field (Gardénäs et al., 2005). Since drip irrigation is often used in Portugal it seems only adequate to find modeling approaches that are more suitable to represent complex physical and chemical processes that take place in the soil profile under this irrigation system.

The HYDRUS (2D/3D) software package (Simánek et al., 2006, 2008) is the state-of-the-art model for simulating water, heat, and solute movement in two- and three-dimensional variably saturated porous media that can become a valuable tool for establishing sound agricultural practices in European Mediterranean agricultural regions. The model has been extensively used for simulating the fate of nutrients in soils by evaluating and comparing micro-irrigation and fertigation strategies for different crops (Cote et al., 2003; Gardénäs et al., 2005; Hanson et al., 2006; Ajdary et al., 2007; Ghevoisier et al., 2008). It has also been used for a wide range of applications of interest for water scarce regions, such as improving irrigation management with poor quality waters (Gonçalves et al., 2006; Hanson et al., 2008; Roberts et al., 2008, 2009; Ramos et al., 2011). Furthermore, HYDRUS-2D (a two-dimensional module of HYDRUS (2D/3D)) results are often used as a reference for developing or validating new simulation models (Mmolawa and Or, 2003; Doltra and Muñoz, 2010; Maillol et al., 2011).

The main objective of this study was to use the HYDRUS-2D software package to model nitrogen fate in a plot with sweet sorghum grown under Mediterranean conditions while considering different drip fertigation and water quality scenarios. From 2007 to 2010 (i.e., during three crop seasons), sweet sorghum was subjected to the application of different amounts of nitrogen, different fertigation events, and to irrigation with waters of different quality. Field data were used to calibrate and validate HYDRUS-2D for predicting (i) soil water contents and fluxes, (ii) the electrical conductivity of the soil solution (ECsw), (iii) water uptake reductions due to the use of saline waters, and (iv) N−NH₄⁺ and N−NO₃⁻ concentrations in the soil and leaching. Water and nutrient balances were calculated based on HYDRUS-2D predictions for three crop seasons and for the entire simulation period. The modeling approach helped us understand the best irrigation and fertigation management practices to be adopted in future practical applications for increasing nutrient uptake and reducing nutrient leaching.

## 2. Materials and methods

### 2.1. Experimental setup and measurements

The field experiment was conducted at the Alvalade Experimental Station (37°56'48"N and 8°23'40"W), southern Portugal, from May 2007 to April 2010. The climate in the region is dry, sub-humid, with hot dry summers and mild winters with irregular rainfall. Rainfall was 371, 299, and 676 mm in 2007/2008, 2008/2009, and 2009/2010, respectively, with 91, 63, and 35 mm of rain during the corresponding crop growth seasons. The soil was classified as a Eutríc Fluvisol (FAO, 2006). The soil’s main physical and chemical properties are presented in Table 1. Field and laboratory methodologies used for characterizing the soil profile were extensively described by Ramos et al. (2011).

The field experiment involved irrigation of sweet sorghum (S. bicolor (L) Moench var. saccharatum (L) Mohlenbr) with synthetic saline waters blended with fresh irrigation waters and waters with nitrogen (NH₄NO₃) during three crop seasons. The crop hybrid selected for this experiment was the sweet sorghum “Madhura”, developed in India. Sweet sorghum was sown on May 18, 2007, May 15, 2008, and May 15, 2009. The row spacing used was 0.75 m and the distance between plants was 0.15 m. Irrigation started on June 1, 2007 (15 days after sowing, or DAS). June 13, 2008 (30 DAS), and June 3, 2009 (20 DAS). The total amount of water applied was 425, 522, and 546 mm in 2007, 2008, and 2009, respectively.

The drip irrigation system was used to mix and deliver synthetic saline irrigation waters, fresh irrigation waters, and fertilizer (NH₄NO₃) to the experimental plots following the irrigation scheme documented in Ramos et al. (2009, 2011). This system consisted of three drip lines connected together in order to form a triple joint lateral placed along each sweet sorghum line (Fig. 1). The first of the laterals was connected to the salt stock solution

### Table 1

| Main physical and chemical soil characteristics. | Alvalade |
| Depth (cm) | 0–30 | 30–75 | 75–100 |
| Coarse sand, 2000–200 μm (%) | 8.3 | 6.5 | 5.8 |
| Fine sand, 200–20 μm (%) | 52.4 | 46.2 | 42.0 |
| Silt, 2–20 μm (%) | 26.3 | 29.3 | 27.6 |
| Clay, <2 μm (%) | 13.0 | 18.0 | 24.6 |
| Texture | Loam | Silty loam | Loam |
| Bulk density (g cm⁻³) | 1.49 | 1.51 | 1.61 |
| pH (H₂O) | 7.27 | 7.23 | 7.21 |
| Organic matter (%) | 2.30 | 2.26 | 1.66 |
| Water content (cm³ cm⁻³) | 0.18 | 0.18 | 0.18 |
| ECsw (dS m⁻¹) | 2.17 | 2.99 | 4.68 |
| N−NH₄⁺ (mmol L⁻¹) | 0.01 | 0.01 | 0.01 |
| N−NO₃⁻ (mmol L⁻¹) | 0.31 | 0.47 | 1.43 |

van Genuchten–Mualem parameters:

- θs (cm³ cm⁻³) | 0.050 | 0.108 | 0.000 |
- θr (cm³ cm⁻³) | 0.380 | 0.380 | 0.375 |
- α (cm⁻¹) | 0.027 | 0.115 | 0.045 |
- k (cm s⁻¹) | 1.21 | 1.19 | 1.17 |
- n (−) | -4.41 | -5.37 | -6.48 |
- Kc (cm d⁻¹) | 16.6 | 84.4 | 21.0 |

Solute transport parameters:

- ε (cm) | 25.8 | 25.8 | 12.2 |

ECsw, electrical conductivity of the soil solution; θs, residual water content; θr, saturated water content; α and k are empirical shape parameters; ε, pore connectivity/tortuosity parameter; Kc, saturated hydraulic conductivity; ε, longitudinal dispersivity.
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Fig. 1. Layout of the triple emitter source design (adapted from Ramos et al., 2009). The salt gradient decreases from sub-group A to C and the fertilizer gradient decreases from group I to IV.

Table 2
Discharge rates of the laterals applying salt (Na⁺), nitrogen (N) and fresh water (W) in each experimental plot. There is an overall constant cumulative discharge at each dripping point of 18 L h⁻¹ m⁻¹ (Ramos et al., 2009).

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Application rates (L h⁻¹ m⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group I</td>
</tr>
<tr>
<td></td>
<td>Na⁺</td>
</tr>
<tr>
<td>A</td>
<td>12</td>
</tr>
<tr>
<td>B</td>
<td>6</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
</tr>
</tbody>
</table>

(NaCl), while the second one was connected to the nitrogen reservoir. The third lateral delivered fresh water and was used to obtain a constant water application rate for each dripping point along the triple joint lateral (the drip discharge of 18 L h⁻¹ m⁻¹; which represents 24 mm h⁻¹ considering an area for each dripping point of 100 cm × 75 cm). Gradients of applied salt (Na⁺) and nitrogen (N) concentrations were then produced by placing different emitters in each dripping point along the corresponding laterals and

Table 3
Waters blended in each experimental plot during the three crop seasons.

<table>
<thead>
<tr>
<th>Sub-group</th>
<th>Irrigation water</th>
<th>Water applied (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group I</td>
<td>Group II</td>
</tr>
<tr>
<td>A (S2)</td>
<td>Saline water</td>
<td>228.0</td>
</tr>
<tr>
<td></td>
<td>Water + NH₄NO₃</td>
<td>193.3</td>
</tr>
<tr>
<td></td>
<td>Fresh water</td>
<td>177.7</td>
</tr>
<tr>
<td>B (S1)</td>
<td>Saline water</td>
<td>114.0</td>
</tr>
<tr>
<td></td>
<td>Water + NH₄NO₃</td>
<td>193.3</td>
</tr>
<tr>
<td></td>
<td>Fresh water</td>
<td>291.7</td>
</tr>
<tr>
<td>C (S0)</td>
<td>Saline water</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Water + NH₄NO₃</td>
<td>193.3</td>
</tr>
<tr>
<td></td>
<td>Fresh water</td>
<td>405.7</td>
</tr>
</tbody>
</table>

N3, N2, N1, N0, nitrogen gradient; S2, S1, S0, salinity gradient.
varying their discharge rates to obtain various mixtures between the three lines. Table 2 lists the different discharge rates of the emitters applying salts, nitrogen, and fresh water to each experimental plot. Table 3 presents the amount of saline waters, fresh waters, and waters with nitrogen applied in each experimental plot. The blended amounts thus varied between experimental plots, while the total amount of water applied per irrigation event and per crop season, as well as the quality of the irrigation waters before blending (Table 4), remained identical in all experimental plots.

The experimental field (Fig. 1) was thus divided into four groups (I–IV), each with three triple joint laterals, establishing a N gradient decreasing from group I to group IV. Each group was then divided into three sub-groups, A, B and C, each with a surface area of 6.75 m² (2.25 m wide × 3 m long), and with the Na⁺ gradient decreasing from A to C. The emitters were spaced 1 m apart, with a total of nine drip points in each of the 12 experimental plots. Two laterals of fresh water bordered the different groups (Fig. 1). Each sub-group area was bordered with earthen ridges, which prevented surface runoff from crossing over during rainfall and irrigation. The crop was irrigated three times per week from June to September with irrigation lasting 30–60 min per event. Fig. 2 presents daily irrigation rates that were applied during three irrigation seasons. Application amounts averaged 15, 16, and 17 mm per irrigation event in 2007, 2008, and 2009, respectively. Nitrogen fertilization was applied in four (2007), six (2008), and three (2009) irrigation events during the vegetative stage (July).

In the plots with the highest application of the synthetic saline waters (sub-group A), and those irrigated only with the locally available fresh water (sub-group C), TDR probes with waveguides from the Trase System (Soil Moisture Equipment Corp., Goleta, CA) and ceramic cups were installed at depths of 20, 40, and 60 cm to measure soil water contents and collect soil solutions, respectively. Only one TDR probe and one ceramic cup were installed in each depth. The soil solution was monitored for ECₑᵣ, the concentrations of N=NH₄⁺ and N=NO₃⁻. Soil water content measurements and soil solutions were taken twice a week during irrigation seasons, generally 24 h after an irrigation event, and twice a month during the rest of the year.

The crop was harvested manually on September 27, 2007 (132 DAS), on September 30, 2008 (138 DAS), and on September 29, 2009 (137 DAS). The dry biomass of sweet sorghum was determined by harvesting all sorghum plants in each experimental plot and oven drying at 70 °C to a constant weight. Further details can be found in Ramos et al. (2012).

2.2. Modeling approach

Modeling of water flow and solute transport was carried out for all experimental plots included in sub-group A, irrigated with the highest application of synthetic saline waters, and in sub-group C, irrigated only with the water available in the region. The HYDRUS-2D software package (Šimůnek et al., 2006) was used to simulate the transient axisymmetrical (or radially symmetrical) three-dimensional movement of water and nutrients in the soil. In this approach, an individual emitter is represented as a point source located on the axis of rotation (Figs. 3 and 4). The axisymmetrical domain geometry representing the experimental conditions is shown in Fig. 4. The transport domain was set as a rectangle with a width of 37.5 cm (half the lateral spacing, i.e., the half-distance between triple joint laterals placed along the sorghum rows) and a depth of 100 cm. The transport domain was discretized into 2774 nodes, which corresponded to 5342 triangular elements (Fig. 4b). Observation nodes, corresponding to the locations where TDR probes and ceramic cups were installed, were placed at depths of 20, 40, and 60 cm, and at a radial distance of 20 cm away from the emitter source (Fig. 4a) and along the crop row (Fig. 3). A time-variable flux boundary condition was applied at the left part of the soil surface, approximately the first 20 cm to the right of the point emitter source, located at the top left corner of the soil domain (Fig. 4b). The flux boundary condition with the flux q was defined as:

\[
q = \frac{\text{volume of water applied}}{\text{surface wetted area} \times \text{duration}}
\]

where the volume of water applied (L³) varied for different irrigation events, the surface wetted area (L²) was approximately 1256 cm² (i.e., 3.14 × 20²), and the irrigation duration was adjusted to permit water to infiltrate into the soil without producing positive surface pressure heads. The application time was divided into multiple intervals to allow for the application of irrigation waters of different qualities within a particular irrigation event. While the dripper discharge was constant and the irrigation duration variable in the experiment, for numerical convenience (and to avoid positive surface pressures, which sometimes existed in reality), we adjusted irrigation flux to produce the applied irrigation volume for a particular irrigation event, i.e., discharge rates of the emitters given in Table 2 were adjusted to apply the same volume of water but during longer time periods. Possible positive pressure heads at the flux boundary, which would make the numerical code unstable, were avoided by distributing the surface flux over a relatively large surface area and by spreading irrigation over a sufficient time period to allow water to infiltrate (from 0.2 to the entire day, depending on the volume applied). The atmospheric boundary condition was assumed for the remainder of the soil surface during periods with irrigation and for the entire soil surface during periods without irrigation. A no flow boundary condition was set at the left and right sections of the soil profile, so that no water and solute movement from neighboring emitters could be considered. A free drainage boundary condition was assumed at the bottom of the soil profile.
2.2.1. Water flow

The spatial distributions of transient soil water contents and volumetric fluxes were obtained using a numerical solution of the Richards equation for radially symmetric Darcian flow:

\[
\frac{\partial \theta(h)}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} \left( r K(h) \frac{\partial h}{\partial r} \right) + \frac{\partial}{\partial z} \left( K(h) \frac{\partial h}{\partial z} + K(h) \right) - S(r, z, t) \tag{2}
\]

where \( \theta \) is the volumetric soil water content \( (L^3\,L^{-3}) \), \( h \) is the soil water pressure head \( (L) \), \( t \) is time \( (T) \), \( r \) is the radial space coordinate \( (L) \), \( z \) is the vertical space coordinate \( (L) \), \( K \) is the hydraulic conductivity \( (L\,T^{-1}) \), and \( S \) is the sink term accounting for water uptake by plant roots \( (L^2\,T^{-1}) \). The unsaturated soil hydraulic properties were described using the van Genuchten–Mualem functional relationships \( (\text{van Genuchten, 1980}) \) as follows:

\[
S_c(h) = \frac{\theta(h) - \theta_i}{\theta_s - \theta_i} = \left[ 1 + (\alpha h)^{m} \right]^{\frac{1}{m}} \tag{3}
\]

\[
K(h) = K_s S_c^{1/2} \left[ 1 - (1 - S_c^{1/m})^{m} \right] \tag{4}
\]

in which \( S_c \) is the effective saturation, \( \theta_i \) and \( \theta_s \) denote the residual and saturated water contents \( (L^3\,L^{-3}) \), respectively, \( K_s \) is the saturated hydraulic conductivity \( (L\,T^{-1}) \), \( \alpha \) \( (L^{-1}) \) and \( m \) are empirical shape parameters, \( m = 1 - 1/\eta \), and \( \ell \) is a pore connectivity/tortuosity parameter \( (-) \). The van Genuchten–Mualem parameters are presented in Table 1. They were obtained by fitting Eqs. (2) and (3) to laboratory data measured on undisturbed soil samples taken from a representative soil profile, as described in Ramos et al. (2011). The initial water content in the soil was set to a uniform value throughout the soil profile (Table 1). Since HYDRUS-2D simulations were started 2 weeks before the first irrigation event, the effects of the initial condition on long term simulations (2007–2010) of solute transport could be neglected.

2.2.2. Solute transport

Solute transport in a homogeneous porous medium and in a three-dimensional axisymmetrical domain was computed using the convection-dispersion equations (CDE) for each chemical species \( (\text{EC}_{sw}, \text{N}--\text{NH}_4^+, \text{and N}--\text{NO}_3^-) \) considered in our study, as follows:

\[
\frac{\partial \theta c_k}{\partial t} + \rho \frac{\partial \bar{c}_k}{\partial r} = \frac{\partial}{\partial r} \left( \theta D_{rr} \frac{\partial c_{k}}{\partial r} + \theta D_{zz} \frac{\partial c_{k}}{\partial z} \right) + \frac{1}{r} \left( \theta D_{rr} \frac{\partial c_{k}}{\partial r} + \theta D_{zz} \frac{\partial c_{k}}{\partial z} \right) + \frac{\partial}{\partial z} \left( \theta D_{zz} \frac{\partial c_{k}}{\partial z} + \theta D_{zz} \frac{\partial c_{k}}{\partial z} \right)
\]

\[
\left( \frac{\partial c_{k}}{\partial r} + \frac{\partial c_{k}}{\partial r} + \frac{\partial c_{k}}{\partial z} + \frac{\partial c_{k}}{\partial z} \right) + \phi_k - S e_{\text{root},k} \tag{5}
\]

where \( \theta \) is the volumetric water content \( (L^3\,L^{-3}) \), \( \bar{c} \), and \( e_{\text{root}} \) are solute concentrations in the liquid phase \( (ML^{-3}) \), solid phase \( (MM^{-3}) \), and sink term \( (ML^{-3}) \), respectively, \( \rho \) is the soil bulk density \( (ML^{-3}) \), \( q_r \) and \( q_z \) are the components of the volumetric flux density \( (L^2\,T^{-1}) \), \( D_{rr} \), \( D_{zz} \), and \( D_{zz} \) are the components of the dispersion tensor \( (L^2\,T^{-1}) \), \( \phi \) represents chemical reactions of solutes involved in a sequential first-order decay chain \( (ML^{-3}\,T^{-1}) \), \( S \) is again the sink term accounting for water uptake by plant roots.
(L^3 \text{T}^{-1}), and subscript \( k \) represents chemical species present in our study (EC_{sw}, \text{N--NH}_4^+, \text{and N--NO}_3^-).

The components of the dispersion tensor are given by (Bear, 1972):

\[
\begin{align*}
\theta D_{ll} &= \varepsilon_L \frac{q_L^2}{|q|} + \varepsilon_T \frac{q_T^2}{|q|} + \theta \tau D_0 \\
\theta D_{zz} &= \varepsilon_L \frac{q_L^2}{|q|} + \varepsilon_T \frac{q_T^2}{|q|} + \theta \tau D_0 \\
\theta D_{rz} &= (\varepsilon_L - \varepsilon_T) \frac{q_L q_T}{|q|}
\end{align*}
\]

where \(|q|\) is the absolute value of the volumetric flux density (LT^{-1}), \( \varepsilon_L \) and \( \varepsilon_T \) are the longitudinal and transversal dispersivities (L), \( D_0 \) is the molecular diffusion coefficient of the solute in free water (L^2 T^{-1}), and \( \tau \) is the tortuosity factor. Table 1 gives the \( \varepsilon_L \) values used in our study. They were obtained by fitting analytical solutions of the CDE to observed breakthrough data measured on undisturbed soil samples taken from a representative soil profile of Alvalade as described in Gonçalves et al. (2001). The value of \( \varepsilon_T \) was simply set as one tenth of \( \varepsilon_L \) (e.g., Mallants et al., 2011).

The distribution of solutes between the soil liquid and solid phases was related in Eq. (5) with the following linear adsorption isotherm:

\[
\bar{c}_k = K_{d,k} c_k
\]

where \( K_{d,k} \) (L^3 M^{-1}) is the distribution coefficient for the considered chemical species. Nitrate (N--NO_3^-) and EC_{sw} were assumed to be present only in the dissolved phase (\( K_a = 0 \text{ cm}^3 \text{ g}^{-1} \)), which simplified Eq. (5) for these two chemical species. Ammonium (N--NH_4^+) was assumed to adsorb to the solid phase according to Eq. (7) with the distribution coefficient \( K_D \) of 3.5 cm^3 g^{-1} (Hanson et al., 2006).

Since the fertilizer used in our study was NH_4NO_3, nitrification of the N--NH_4^+ species to N--NO_3^- was assumed to be the main N process occurring in the soil. HYDRUS-2D incorporates this process in Eq. (5) by means of a sequential first-order decay chain as follows:

\[
\phi_{\text{N--NH}_4^+} = -\phi_{\text{N--NO}_3^-} = -\mu_{\text{w,N--NH}_4^+} \theta c_{\text{N--NH}_4^+} = -\mu_{\text{s,N--NH}_4^+} \rho c_{\text{N--NH}_4^+}
\]

where \( \mu_w \) and \( \mu_s \) are the first-order rate constants for solutes in the liquid and solid phases (T^{-1}), respectively. The first-order reaction

---

**Fig. 4.** Location of observation points within the soil profile (a) and an axisymmetrical domain geometry with the finite element discretization used in HYDRUS-2D simulations (b).
terms, representing nitrification of $\text{N-NH}_4^+$ to $\text{N-NO}_3^-$, thus act as a sink for $\text{N-NH}_4^+$ and as a source for $\text{N-NO}_3^-$. The values for $\mu_w$ and $\mu_s$ were set to be 0.2 d$^{-1}$. The parameters $K_g$, $\mu_w$, and $\mu_s$ were taken from a review of published data presented by Hanson et al. (2006), and represent the center of the range of reported values.

The last term of Eq. (5) represents a passive root nutrient uptake, i.e., the movement of nutrients into roots by convective mass flow of water, directly coupled with root water uptake (Simůnek and Hopmans, 2009). This term was defined as:

$$c_{\text{root}}(r, z, t) = \min\{c(r, z, t), c_{\text{max}}\}$$

where $c_{\text{max}}$ is the a priori defined maximum concentration of the root solute uptake. Since we considered unlimited passive nutrient uptake for nitrogen species, $c_{\text{max}}$ was set to a concentration value larger than the dissolved simulated concentrations, $c$, allowing all dissolved nutrients to be taken up by plant roots with root water uptake. Since for $EC_{\text{sw}}$ a zero uptake was considered, $c_{\text{max}}$ was set to zero.

### 2.2.3. Potential and actual evapotranspiration rates

The sink term (S) in Eqs. (2) and (5) was calculated using the macroscopic approach introduced by Feddes et al. (1978). In this approach, the actual local uncompensated root water uptake was obtained as follows (Feddes et al., 1978; van Genuchten, 1987; Skaggs et al., 2006a; Simůnek and Hopmans, 2009):

$$S(h, h_0, r, z, t) = \alpha(h, h_0, r, z, t)S_p(r, z, t)$$

$$= \alpha(h, h_0, r, z, t)\beta(r, z, t)T_p(r, t)A_t$$

where $S_p(r, z, t)$ and $S(h, h_0, r, z, t)$ are the potential and actual volumes of water removed from a unit volume of soil per a unit of time ($L^3 T^{-1}$), respectively, $\alpha(h, h_0, r, z, t)$ is a prescribed dimensionless stress response function of the soil water (h) and osmotic ($h_0$) pressure heads ($0 < \alpha < 1$), $\beta(r, z, t)$ is a normalized root density distribution function, $T_p$ is the potential transpiration rate ($L^1 T^{-1}$), and $A_t$ is the area of the soil surface associated with transpiration ($L^2$). The actual transpiration rate, $T_a$ ($L^1 T^{-1}$), was then obtained by integrating Eq. (10) over the root domain, $\Omega$ ($L^2$), as follows:

$$T_a(t) = T_p(t) \int \Omega \alpha(h, h_0, r, z, t)\beta(r, z, t) d\Omega$$

The root distribution is defined in HYDRUS-2D according to Vrugt et al. (2001):

$$\Omega(r, z) = \left(1 - \frac{r}{r_m}\right) \left(1 - \frac{z}{z_m}\right) e^{-\left(p_1/r_m\right)\left(r-r_m\right) - \left(p_2/z_m\right)\left(z-z_m\right)}$$

where $r_m$ and $z_m$ are the maximum radius and depth of the root zone ($L$), respectively, $r$ and $z$ are the locations of the maximum root water uptake in vertical and horizontal directions ($L$), respectively, and $p_1$ and $p_2$ are values taken to be equal to one except for $r > r_m$ and $z > z_m$ when they become zero. The following parameters of the Vrugt et al. (2001) model were used in the simulations: $r_m = 37.5$ cm, $z_m = 65$ cm, $r = 10$ cm, $z = 10$ cm. We considered a simple root distribution model in which the roots of sweet sorghum expanded horizontally into all available space between sorghum lines ($r_m = 37.5$ cm), were concentrated mainly around the drip emitter ($r = 10$ cm, $z = 10$ cm) where water and nutrients were applied, and extended to a depth of $65$ cm ($z_m = 65$ cm). We assumed that plants had no need of expanding their roots below this depth since water and nutrients were being applied at the soil surface and their life cycle lasted only five months. The parameters for defining the maximum root water uptake in vertical and horizontal directions ($z$ and $r$) were also based on the scenarios developed by Gärdenäs et al. (2005) and Hanson et al. (2006, 2008). The selection of the maximum rooting depth was also based on the work carried out by Ramos et al. (2011) and the fact that root depths are relatively shallow under surface drip irrigation starting few days after sowing (Klepper, 1991; Allen et al., 1998; Zegada-Lizarazu et al., 2012). In addition, field observations carried out in November 2010 found no significant amounts of roots below this depth.

In this study we considered that during the growing seasons $T_p$ rates were obtained by combining the daily values of reference evapotranspiration ($ET_0$), determined with the FAO Penman–Monteith method and the dual crop coefficient approach (Allen et al., 1998, 2005), as follows:

$$ET_c = (K_{tc} + K_e)ET_0$$

where $ET_c$ is the evapotranspiration ($L^3 T^{-1}$), $K_{tc}$ is the basal crop coefficient, which represents the plant transpiration component ($\cdot$), and $K_e$ is the soil evaporation coefficient ($\cdot$).

Standard sweet sorghum $K_b$ values (Allen et al., 1998) were adjusted for the Alvalade climate, taking into consideration the crop height, wind speed, and minimum relative humidity averages for the period under consideration. The $K_b$ coefficient was further adjusted to account for the salinity and nitrogen stress affecting sweet sorghum growth in each experimental plot, using the procedure for non-pristine agricultural vegetation (Allen et al., 1998):

$$K_{b \text{mid}} = K_{b \text{min}} + (K_{b \text{fin}} - K_{b \text{min}})\left(1 - w^{-0.7/LAI}\right)$$

where $K_{b \text{mid}}$ is the estimated basal $K_b$ during mid-season when the leaf area index (LAI) ($L^2 T^{-1}$) is smaller than for full cover conditions, $K_{b \text{fin}}$ is the estimated basal $K_b$ during mid-season (at the peak plant size or height) for vegetation having LAI > 3, and $K_{b \text{min}}$ is the minimum $K_b$ for bare soil (0.15–0.20). For these estimations, LAI was monitored in each experimental plot during different stages of the sorghum cycle, using a non-destructive method to avoid removing plants from the experimental area. Length ($L$) and width ($W$) of crop leaves were measured on random plants grown in each experimental plot. These dimensions were then related to previously calibrated LAI values with the following equation:

$$\text{LAI} = 0.7586 \sum_{i=1}^{n} (L \times W)$$

where LAI are the values measured using a LI-COR area meter (Model LI-3100C, LI-COR Environmental and Biotechnology Research Systems, Lincoln, NE) and $n$ is the number of green leaves on each measured sorghum plant. Cubic splines were then fitted to LAI data to obtain a continuous function throughout the crop seasons.

The evaporation coefficient $K_e$ was calculated as (Allen et al., 1998, 2005):

$$K_e = K_e(K_{e \text{max}} - K_{b \text{mid}}) \leq \text{fev} K_{e \text{max}}$$

where $K_e$ is a dimensionless evaporation reduction coefficient dependent on the cumulative depth of water depleted (evaporated) from the topsoil, $K_{e \text{max}}$ is the maximum value of $K_e$ (i.e., $K_{b \text{mid}} + K_e$) after rain or irrigation, and $\text{fev}$ is the fraction of the soil surface from which most evaporation occurs. Table 5 presents the crop coefficients and other crop related parameters estimated in each growing season.

During non-growing seasons, the procedure to estimate $ET_c$ was greatly simplified by using the single crop coefficient approach and a $K_c$ of 0.15 to account for a bare soil with a small percentage of weeds. Transpiration and evaporation were also separated as a function of leaf area index (Ritchie, 1972) using a fictitious LAI value of 1.0.

In all experimental plots, it was assumed that the potential root water uptake was reduced due to water stress as a result of the adopted irrigation schedule, which could lead to insufficient or
Table 5
Crop and soil parameters used for estimating plant transpiration and soil evaporation in each sorghum growing season.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>2007</th>
<th>2008</th>
<th>2009</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planting date</td>
<td>May 18</td>
<td>May 15</td>
<td>May 15</td>
</tr>
<tr>
<td>Harvest date</td>
<td>September 27</td>
<td>September 27</td>
<td>September 27</td>
</tr>
<tr>
<td>Av. wind speed (m s(^{-1}))</td>
<td>2.2</td>
<td>2.4</td>
<td>2.3</td>
</tr>
<tr>
<td>Av. RH min (%)</td>
<td>26</td>
<td>32</td>
<td>24</td>
</tr>
<tr>
<td>Length stages (d):</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(l_{\text{ini}})</td>
<td>63</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>(l_{\text{dev}})</td>
<td>25</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>(l_{\text{mid}})</td>
<td>24</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>(l_{\text{end}})</td>
<td>21</td>
<td>24</td>
<td>23</td>
</tr>
<tr>
<td>(f_w) (irrigation)</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>REW (mm)</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>TEW (mm)</td>
<td>35.2</td>
<td>35.2</td>
<td>35.2</td>
</tr>
<tr>
<td>(Z_e) (cm)</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>LAI(_{\text{max}}) (m(^2) m(^{-2})):</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highest value</td>
<td>5.1</td>
<td>4.7</td>
<td>5.4</td>
</tr>
<tr>
<td>Lowest value</td>
<td>3.3</td>
<td>2.8</td>
<td>2.6</td>
</tr>
<tr>
<td>Plot</td>
<td>IV-B</td>
<td>IV-A</td>
<td>IV-A</td>
</tr>
<tr>
<td>(K_0)(_{\text{ini}})</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>(K_0)(_{\text{mid}})</td>
<td>1.23</td>
<td>1.21</td>
<td>1.24</td>
</tr>
<tr>
<td>(K_0)(_{\text{end}})</td>
<td>1.07</td>
<td>1.06</td>
<td>1.09</td>
</tr>
<tr>
<td>(K_0)(_{\text{full}})</td>
<td>0.15–1.23</td>
<td>0.15–1.21</td>
<td>0.15–1.24</td>
</tr>
<tr>
<td>(K_0)(_{\text{max}})</td>
<td>1.16–1.35</td>
<td>1.14–1.38</td>
<td>1.01–1.29</td>
</tr>
</tbody>
</table>
| RH, relative humidity; \(l_{\text{ini}}, l_{\text{dev}}, l_{\text{mid}},\) and \(l_{\text{end}}\), length of crop initial, development, mid-season, and end season stages, respectively; \(f_w\), fraction of soil surface wetted by irrigation (0.3–0.4; an interval used in calibration; an optimal value is given in the table); REW, readily evaporable water; TEW, total evaporable water; \(Z_e\), depth of the soil surface layer that is subject to drying by way of evaporation (10–15 cm); LAI\(_{\text{max}}\), maximum leaf area index measured in the experimental plots; \(K_0\)\(_{\text{ini}}\), \(K_0\)\(_{\text{mid}}\), and \(K_0\)\(_{\text{end}}\), basal crop coefficient during crop initial, mid-season, and end season stages, respectively; \(K_0\)\(_{\text{full}}\), estimated basal \(K_0\) during mid-season (at peak plant size or height) for vegetation having LAI > 3; \(K_0\)\(_{\text{max}}\), maximum value of \(K_0\) following rain or irrigation.

Excessive supply of water to the crop. It was also assumed that the potential root water uptake was further reduced by osmotic stress, resulting from the use of blended saline water. The effects of water and salinity stresses were considered to be multiplicative as described by van Genuchten (1987) (i.e., \(\alpha(h,h_s) = \alpha_1(h)\alpha_2(h_s)\) in Eq. (10)), so that different stress response functions could be used for the water and salinity stresses. Root water uptake reductions due to water stress, \(\alpha_1(h)\), were described using the piecewise linear model proposed by Feddes et al. (1978). The water uptake is at the potential rate when the pressure head is between \(h_2\) and \(h_1\), drops off linearly when \(h > h_2\) or \(h < h_1\), and becomes zero when \(h < h_4\) or \(h > h_1\). The following parameters of the Feddes et al. (1978) model were used: \(h_1 = -15\), \(h_2 = -30\), \(h_3 = -325\) to \(-600\), \(h_4 = -8000\) cm.

Root water uptake reductions due to salinity stress, \(\alpha_2(h_s)\), were described by adopting the Maas (1990) salinity threshold and slope function. The salinity threshold (EC\(_e\)) for sweet sorghum corresponds to a value for the electrical conductivity of the saturation extract (EC\(_e\)) of 6.8 dS m\(^{-1}\), and a slope (s) of 16% per dS m\(^{-1}\). As required by HYDRUS-2D, these values were converted to EC\(_ew\) assuming that the EC\(_ew)/EC\(_e\) ratio (k\(_{EC}\)) was 2, which is a common approximation used for soil water contents near field capacity in medium-textured soils (U.S. Salinity Laboratory Staff, 1954; Skaggs et al., 2006b).

2.3. Statistical analysis

Model validation was carried out by comparing field measured values with HYDRUS-2D simulations using various quantitative measures of the uncertainty, such as, the mean error (ME), mean absolute error (MAE) and the root mean square error (RMSE), given by:

\[
\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |O_i - P_i| \\
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{N} (O_i - P_i)^2}{N - 1}}
\]

where \(O_i\) and \(P_i\) are observation values and model predictions in the units of a particular variable, and \(N\) is the number of observations.

The dual-crop coefficient approach used here to estimate atmospheric demands requires various crop and soil parameters that need to be adjusted to particular experimental conditions. Therefore, these parameters, i.e., lengths of various growth stages, the basal crop coefficients during initial (\(K_0\)\(_{\text{ini}}\)), mid-season (\(K_0\)\(_{\text{mid}}\)), and end season (\(K_0\)\(_{\text{end}}\)) growth stages, the total evaporable water (TEW), the readily evaporable water (REW), the thickness of evaporation soil layer \(Z_e\), and the fraction of soil surface wetted by irrigation \(f_w\) were first calibrated by trial and error using HYDRUS-2D and the experimental data from the first crop season (2007), and then used to define the atmospheric demands for the second (2008) and third crop seasons (2009). The optimized parameters were considered to be calibrated when the RMSEs found for the soil water content, EC\(_{sw}\), and \(N\) species were lower than those reported in Ramos et al. (2011), i.e., RMSE\(_{\text{EC}_{\text{sw}}} < 0.04\ \text{cm}^3\ \text{cm}^{-3}\); RMSE\(_{\text{EC}_{\text{sw}}} < 2.04 \text{dS m}^{-1}\); RMSE\(_{N_{\text{N}_2}} < 0.07\ \text{mmol L}^{-1}\); and RMSE\(_{N_{\text{N}_2}} < 2.60\ \text{mmol L}^{-1}\). Ramos et al. (2011) used the one-dimensional version of HYDRUS (i.e., HYDRUS-1D, Šimůnek et al., 2008) and the single crop coefficient approach to simulate the same solutes for similar experimental conditions, albeit with a different crop. Therefore, when RMSEs obtained here with a more complex approach, i.e., using a dual crop coefficient procedure and a more appropriate geometrical description, were lower than those obtained previously with a simpler methodology, optimized parameters were considered to be calibrated. All other necessary HYDRUS-2D input material parameters,
such as soil hydraulic and solute transport parameters, were determined in the laboratory. Note that since our modeling approach is process-based, rather than conceptual, our input parameters can be obtained/measured independently. In general, we find that it is superior to measure input material parameters independently rather than fitting them. The correspondence between measurements and model predictions would have obviously been better, had the input parameters been fitted using numerical modeling. However, the model that can be successfully run with independently measured input material parameters is more robust for practical applications than calibrated models. Moreover, with this approach we not only validate the used modeling approach but also applied laboratory methodologies and various involved experimental procedures.

3. Results and discussion

3.1. Soil water balance

The HYDRUS-2D simulations began on May 18, 2007 and were carried out for the first crop and subsequent rainfall seasons (i.e., for 362 days) in order to calibrate the crop and soil parameters that were needed for estimating atmospheric demands using the dual crop coefficient approach. Table 6 presents the statistical indicators used to evaluate the level of agreement between water contents measured using TDRs and those simulated using the calibrated HYDRUS-2D model for three depths of plots I-A and I-C. The subsequent simulations with calibrated HYDRUS-2D began again on May 18, 2007 and were carried out continuously for the following 1078 days.

Fig. 5 shows the water contents measured at depths of 20, 40, and 60 cm in plots I-A and I-C, and compares these values with HYDRUS-2D simulations. Water contents increased to full saturation near the emitter after an irrigation or rain event, and then decreased gradually during the following hours and days, until the next irrigation or rain event took place. Deeper depths showed smaller water content variations since root water uptake and soil evaporation were more pronounced at shallower depths. Similar results were also obtained for the remaining plots (not shown). A ME of $-0.007 \text{ cm}^3 \text{ cm}^{-3}$ and a RMSE of $0.030 \text{ cm}^3 \text{ cm}^{-3}$ were found between measured and simulated water contents during the entire simulation period. Deviations between measured and simulated water contents can be attributed to different causes, including errors related to field measurements and to model input and model structure errors. They will be discussed below in detail.

Table 7 presents the output components of the soil water balance (i.e., potential transpiration, actual transpiration, soil evaporation, and percolation) in all experimental plots located in sub-groups A and C. The input components, i.e., irrigation and rainfall amounts, were already given in Section 2 and in Table 3. Since HYDRUS-2D does not have a crop growth module, the potential root water uptake (PRWU), i.e., potential transpiration ($T_p$) obtained in each experimental plot, was given as input for defining the atmospheric boundary conditions. $T_p$ varied between 360 (plot IV-A, 2008) and 457 mm (plots I-C and II-A, 2009). Plots located in group IV, where no nitrogen was applied, generally had lower $T_p$ values. In groups I–III, $T_p$ averaged 394, 397, and 450 mm in 2007, 2008, and 2009, respectively. In group IV, $T_p$ was lower, averaging 382, 379, and 413 mm during the same time periods. Considering that nitrogen requirements of sweet sorghum are relatively low (Barbanti et al., 2006), the amount of nitrogen applied in plot III (N1 = 130–190 kg/ha–1 of N) was apparently sufficient to maximize $T_p$. Plots located in groups I and II may thus have experienced some ‘luxury’ uptake, i.e., a continued uptake of nitrogen beyond what was required for immediate growth.

$T_p$ values obtained in plots irrigated with saline waters (subgroup A) were generally lower than those obtained in plots irrigated with fresh waters (subgroup C). However, the differences were found to be very small since sweet sorghum is moderately to highly tolerant to salinity, depending on the variety (Maas, 1990; Vasilakoglou et al., 2011). The largest $T_p$ differences were found in 2009, in plots IV-A and IV-C (58 mm). Thus, in plot IV-A, the plant development was particularly affected by the continuous application of synthetic saline waters.

Apart from minor $T_p$ variations found in the experimental plots, which resulted mainly from the differences in the spline functions fitted to the LAI measurements taken in each plot and in each crop season, $T_p$ values estimated for sweet sorghum can be considered low. Ramos et al. (2011) estimated $T_p$ for maize to vary between 600 and 800 mm. Water requirements estimated in this study for sweet sorghum are much lower than those for traditionally grown, irrigated crops in Portugal. Sweet sorghum thus seems to be a reasonable alternative crop to be grown in water scarce European Mediterranean regions.

Actual root water uptake, i.e., actual transpiration ($T_a$), as simulated by HYDRUS-2D, varied between 264 (plot IV-A, 2009) and 334 mm (plot I-C, 2009). $T_a$ reductions due to water stress were a function of the adopted irrigation schedule. Within the same crop season, transpiration reductions were very similar since the
Table 6
Results of the statistical analysis between measured and simulated soil water contents, electrical conductivities of the soil solution (EC<sub>sw</sub>), and N=NH<sub>4</sub><sup>+</sup>, and N=NO<sub>3</sub><sup>-</sup> concentrations.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Water content (cm&lt;sup&gt;3&lt;/sup&gt; cm&lt;sup&gt;-1&lt;/sup&gt;)</th>
<th>EC&lt;sub&gt;sw&lt;/sub&gt; (dS m&lt;sup&gt;-1&lt;/sup&gt;)</th>
<th>N=NH&lt;sub&gt;4&lt;/sub&gt;&lt;sup&gt;+&lt;/sup&gt; (mmol·L&lt;sup&gt;-1&lt;/sup&gt;)</th>
<th>N=NO&lt;sub&gt;3&lt;/sub&gt;&lt;sup&gt;-&lt;/sup&gt; (mmol·L&lt;sup&gt;-1&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data from 2007/2008 (calibration data):</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>82</td>
<td>36</td>
<td>93</td>
<td>75</td>
</tr>
<tr>
<td>ME</td>
<td>−0.007</td>
<td>−0.216</td>
<td>0.029</td>
<td>−0.218</td>
</tr>
<tr>
<td>MAE</td>
<td>0.024</td>
<td>0.602</td>
<td>0.029</td>
<td>0.617</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.033</td>
<td>0.854</td>
<td>0.042</td>
<td>1.253</td>
</tr>
<tr>
<td>Data from 2008/2010:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>276</td>
<td>211</td>
<td>241</td>
<td>263</td>
</tr>
<tr>
<td>ME</td>
<td>−0.007</td>
<td>−0.668</td>
<td>0.019</td>
<td>−1.668</td>
</tr>
<tr>
<td>MAE</td>
<td>0.023</td>
<td>1.255</td>
<td>0.026</td>
<td>2.244</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.028</td>
<td>1.877</td>
<td>0.043</td>
<td>3.427</td>
</tr>
<tr>
<td>Data from 2007/2010 (all data):</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>358</td>
<td>247</td>
<td>334</td>
<td>338</td>
</tr>
<tr>
<td>ME</td>
<td>−0.007</td>
<td>−0.602</td>
<td>0.022</td>
<td>−1.346</td>
</tr>
<tr>
<td>MAE</td>
<td>0.023</td>
<td>1.160</td>
<td>0.027</td>
<td>1.883</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.030</td>
<td>1.764</td>
<td>0.042</td>
<td>3.078</td>
</tr>
</tbody>
</table>

N, number of observations; ME, mean error; MAE, mean absolute error; RMSE, root mean square error.

Fig. 6. Relationship between actual transpiration (T<sub>a</sub>) as simulated by HYDRUS-2D, and dry biomass yield (Y).

irrigation schedule was the same in all experimental plots. In the plots located in sub-group C, irrigated only with fresh waters, T<sub>p</sub> was reduced due to water stress by 25.3–27.4%, 21.9–22.8%, and 26.3–26.9% in 2007, 2008, and 2009, respectively. Water stress was thus a function of the adopted irrigation schedule during each season and did not vary among experimental plots.

In plots located in sub-group A (irrigated with saline waters), T<sub>p</sub> was further reduced due to salinity stress. During 2007, T<sub>p</sub> estimated for the different plots included in sub-group A was generically the same as in sub-group C (irrigated with fresh waters), i.e., sweet sorghum showed to be tolerant to the levels of salinity reached in the soil solution of all experimental plots irrigated with fresh or synthetic saline waters. However, in 2008 and 2009, T<sub>p</sub> suffered reductions (in sub-group A) of 24.2–26.9%, and 31.3–33.3%, respectively, due to the combined effects of water and salinity stresses, i.e., 2.3–4.7% (in 2008) and 4.6–7.0% (in 2009) higher than T<sub>p</sub> reductions found in the plots irrigated only with fresh waters (sub-group C). In the following years, the salinity stress thus became increasingly higher (in sub-group A). Hence, soil salinization and the increase of the salinity stress were related to the continuous and increasing amount of synthetic saline waters being applied in each experimental plot.

Fig. 6 relates actual transpiration T<sub>a</sub> calculated using HYDRUS-2D with the experimentally determined sorghum yield (Y), given in terms of dry biomass, by means of the empirical relationship, \( Y = f(T_a) \). This relationship, generally thought to be approximately linear, is valid for a particular plant (canopy) at a particular site subject to standard tillage and nutrition conditions (Novák and van Genuchten, 2008). The relation found in our study was somewhat poor, with the agreement between T<sub>a</sub> and dry biomass reaching R<sup>2</sup> of only 0.51. Since HYDRUS-2D does not account for a crop growth module, this result was not particularly surprising. Nevertheless, had water been the only limiting factor in our experiment, the relation would likely have been better. However, this could not be easily observed in our study since the amount of water applied per year was the same, while the total water depths applied during each crop season were apparently not different enough to establish a closer relation. The relation in Fig. 6 essentially resulted from the effects that water quality had on T<sub>a</sub> and crop yield. While plots irrigated with fresh water (sub-group C) had higher sorghum yields and T<sub>a</sub> values, plots irrigated with saline waters (sub-group A) had lower sorghum yields and T<sub>a</sub> values (Fig. 6). Nitrogen also did not influence the Y(T<sub>a</sub>) relation since N stress at a given period can mainly affect sorghum yield, while LAI, and consequently T<sub>a</sub>, remain high.

Finally, the soil water balance (Table 7) in each experimental plot shows relatively high percolation. Percolation reached 162–174, 292–299, and 292–309 mm in 2007, 2008, and 2009, respectively. These values correspond to 31–34%, 50–51%, and 51–54% of the water applied during crop seasons, i.e., from sowing to harvest. While percolation was expected to be large, since application rates during irrigation seasons were high, the values estimated for crop seasons of 2008 and 2009 may be somewhat deceiving. They result from running HYDRUS-2D continuously for the entire simulation period. Since cumulative percolation obtained during the entire simulation period (2007–2010) only reached 36–37% of the applied water, and considering that root water uptake was much higher during crop seasons, percolation in 2008 and 2009 also accounted for the water stored below the root zone. Therefore, we ended up not being able to actually quantify percolation due to the adopted irrigation schedule, since the water balance evaluated for each crop season also accounted for the water that was no longer accessible to plants. Nevertheless, the effects of nitrogen applications and water quality on drainage were small. Plots with higher root water uptake showed generally lower percolation.

3.2. Salinity build-up and distribution

Fig. 7 shows EC<sub>sw</sub> measured at the 20, 40, and 60 cm depth in plots I-A and I-C, and compares these values with HYDRUS-2D simulations. Similar results were also found for the remaining plots of sub-groups A and C. Within the same sub-group (Fig. 1), EC<sub>sw</sub> varied due to the effect of nitrogen fertigation on root water uptake.
### Table 7

<table>
<thead>
<tr>
<th>Sub-plot</th>
<th>Group I</th>
<th>Group II</th>
<th>Group III</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T (mm)</td>
<td>T (mm)</td>
<td>T (mm)</td>
</tr>
<tr>
<td></td>
<td>P (mm)</td>
<td>P (mm)</td>
<td>P (mm)</td>
</tr>
<tr>
<td></td>
<td>E (mm)</td>
<td>E (mm)</td>
<td>E (mm)</td>
</tr>
<tr>
<td>Season 1 (2007)</td>
<td>386</td>
<td>394</td>
<td>396</td>
</tr>
<tr>
<td>Season 2 (2008)</td>
<td>398</td>
<td>406</td>
<td>408</td>
</tr>
<tr>
<td>Season 3 (2009)</td>
<td>418</td>
<td>427</td>
<td>431</td>
</tr>
</tbody>
</table>

**Season 2 (2008)**

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>167</td>
<td>166</td>
<td>167</td>
</tr>
<tr>
<td>171</td>
<td>167</td>
<td>168</td>
</tr>
<tr>
<td>334</td>
<td>331</td>
<td>302</td>
</tr>
</tbody>
</table>

**Season 3 (2009)**

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>302</td>
<td>301</td>
<td>302</td>
</tr>
<tr>
<td>294</td>
<td>291</td>
<td>294</td>
</tr>
<tr>
<td>297</td>
<td>293</td>
<td>297</td>
</tr>
</tbody>
</table>

**Cumulative fluxes (2007–2010)**

- **A**: 0.104
- **B**: 0.101
- **C**: 0.101

**T**: potential transpiration; **T**: actual transpiration; **E**: evaporation; **P**: percolation.

**Fig. 7.** Measured and simulated electrical conductivities of the soil solution at 20 (top), 40 (middle), and 60 cm (bottom) depth in plots I-A (irrigated with the highest application of synthetic saline waters) and I-C (irrigated with fresh waters only).

Between sub-groups (but within the same group), $EC_{sw}$ varied due to the effect of water quality on root water uptake.

The statistical indicators (Table 6) obtained while comparing measured and simulated $EC_{sw}$ for three depths of all plots in subgroups A and C resulted in a ME of $-0.602 \text{dS m}^{-1}$ and a RMSE of $1.764 \text{dS m}^{-1}$.

Figs. 8 and 9 show the simulated distributions of $EC_{sw}$ in plots I-A and I-C, respectively, at the beginning and at the end of each crop season. Based on model simulations, the continuous use of synthetic saline irrigation waters led to soil salinization in plot I-A over the years (Fig. 8). At harvest, simulations showed that $EC_{sw}$ increased considerably to values above $24 \text{dS m}^{-1}$ in the region around the drip emitter. At the beginning of each crop season that essentially correspond to the end of the rainfall leaching periods, simulated $EC_{sw}$ values were also increasingly higher throughout the years, especially at deeper depths.

Considering that the Maas (1990) salinity threshold parameter for sweet sorghum corresponds to $EC_{sw}$ of $13.2 \text{dS m}^{-1}$ ($EC_{sw} = 6.8 \text{dS m}^{-1}$; $k_{EC} = 2$), the part of the soil domain with $EC_{sw}$ above this threshold was already considerable during harvest in 2007. However, $EC_{sw}$ only increased above the threshold $EC_{sw}$ near the end of the crop season when irrigation ceased and the soil dried.

![Diagram showing ECsw values](image-url)
out (Fig. 7). Therefore, transpiration was not significantly reduced due to the salinity stress during that year (Table 7). In 2008 and 2009, the threshold value was reached earlier, with the region around the drip emitter with ECw values above 13.2 dS m⁻¹ being much larger than in 2007. Hence, transpiration was increasingly reduced due to the salinity stress as a result of the accumulation of salts in the soil domain.

On the other hand, irrigation with fresh waters, having a relatively low salinity (ECw > 0.8; Table 4), also led to larger ECw at the end of each crop season, but the levels reached were always lower than 9 dS m⁻¹ and decreased significantly due to rainfall leaching (Fig. 9). Therefore, in sub-group C, root water uptake was not affected by the salinity stress.

3.3. Nitrogen balance

Fig. 10 shows N−NH₄⁺ and N−NO₃⁻ concentrations measured at a depth of 20, 40, and 60 cm in plots I-C and IV-C, and compares these values with HYDRUS-2D simulations. Figs. 11 and 12 show the simulated distributions of N−NH₄⁺ and N−NO₃⁻ concentrations in plot I-A during the second crop season. In groups I through IV, N−NH₄⁺ and N−NO₃⁻ concentrations varied according to the amounts of nitrogen applied in each experimental plot. In sub-group A-C (but within the same group), N−NH₄⁺ and N−NO₃⁻ concentrations varied due to the effects of water quality on root water uptake.

![Fig. 8. Simulated distributions of the electrical conductivity of the soil solution in plot I-A (irrigated with synthetic saline waters) during sowing (top) and harvest (bottom) of each crop season. The drip emitter was located in the top left corner of each contour plot.](image1.png)

![Fig. 9. Simulated distributions of the electrical conductivity of the soil solution in plot I-C (irrigated with fresh waters only) during sowing (top) and harvest (bottom) of each crop season. The drip emitter was located in the top left corner of each contour plot.](image2.png)

The statistical indicators (Table 6) obtained while comparing measured and simulated N−NH₄⁺ concentrations for three depths, and for all experimental plots located in sub-groups A and C, showed a ME of 0.022 mmol L⁻¹ and a RMSE of 0.042 mmol L⁻¹. Corresponding statistical indicators for N−NO₃⁻ concentrations resulted in a ME of −1.346 mmol L⁻¹ and a RMSE of 3.078 mmol L⁻¹.

Table 8 shows the nitrogen balances evaluated for each experimental plot during the three crops seasons included in the simulation period. While most components of the nitrogen balance were restricted to the duration of a crop season, leaching was calculated to also include the solute mass loss during the subsequent rainfall period. Nitrogen leaching was directly related to water flow through the bottom boundary of the soil domain. Therefore, since the percolation component of the water balance was high, so was the nitrogen leaching component here. The movement of N out of the root zone also depended on the amount of applied N, the form of N in the fertilizer, and the time and number of fertigation events.

Based on model simulations, most of the applied N−NH₄⁺ was rapidly nitrified into N−NO₃⁻, not reaching depths deeper than 20 cm and not being significantly taken up by plant roots. On the one hand, N−NH₄⁺ adsors to the solid phase and thus its movement is significantly retarded compared to N−NO₃⁻, and on the other hand, due to rapid nitrification, it does not stay long enough in the root zone to be taken up by plant roots. Fig. 11 exemplifies how, based on model simulations, N−NH₄⁺ concentrations never increased at depths below 20 cm during the crop season of 2008. Also, at the
end of the irrigation season (September 6, 2008), N–NH₄⁺ concentrations in the soil profile were already very low. Leaching of nitrogen occurred mainly in the N–NO₃⁻ form. Fig. 12 shows relatively high N–NO₃⁻ concentrations below the root zone (>65 cm) during the entire crop season of 2008. N–NO₃⁻ leaching reached 41–70% of the total amount of N–NO₃⁻ available in the soil system, whether it came from direct application or from N–NH₄⁺ nitrification. The higher the number of fertigation events, the lower the amount of N applied per event, and thus the lower the amount of leached N–NO₃⁻. In 2007, when nitrogen was applied in only four fertigation events, N–NO₃⁻ leaching varied between 51% and 53% of the total amount of N–NO₃⁻ available in the soil system. In 2008, when nitrogen was applied in six fertigation events, only 41% of the total amount of available N–NO₃⁻ was leached. Finally, in 2009, when only three fertigation events took place, 68–70% of the total amount of available N–NO₃⁻ was leached. Since N–NH₄⁺ was rapidly nitrified and N–NO₃⁻ easily leached, model simulations produced relatively low concentrations of both solutes in the soil profile at harvest and at the beginning of the following year’s crop season. Simulations were thus in agreement with N–NH₄⁺ and N–NO₃⁻ concentrations measured in the saturation extract of samples collected at 20, 40, and 60 cm depth of every experimental plot. Experimental N–NH₄⁺ concentrations were always lower than 0.17 mmol L⁻¹, while N–NO₃⁻ concentrations reached a maximum value of 10.28 mmol L⁻¹ in deeper soil layers.

Nutrient uptake by plant roots occurred mainly in the N–NO₃⁻ form as well. The number of fertigation events also significantly influenced the amount of N–NO₃⁻ taken up by plant roots. Nutrient uptake varied between 23% and 42% of the total amount of N–NO₃⁻ available in the soil system. In 2007, N–NO₃⁻ uptake reached 37% of the applied N–NO₃⁻. In 2008, with two additional fertigation events, nutrient uptake increased to 39–42% of the applied N–NO₃⁻. Finally, in 2009, with only three fertigation events, N–NO₃⁻ uptake decreased to values between 23% and 25% of the total amount of available N–NO₃⁻. The higher number of fertigation events also led to higher yields. The average dry biomass yield measured in all plots with the N supply (groups I-III) was 19.3, 20.4, and 18.3 ton/ha in 2007, 2008, and 2009, respectively. However, in this last analysis we have to also take into consideration the increase in the salinity stress from one crop season to the next in plots irrigated with saline waters, which negatively influenced the crop yield.

The effects of the salinity stress on nutrient uptake (and inversely on nutrient leaching) was relatively small since sweet sorghum has a medium to high tolerance to salinity, and consequently there were only small reductions in transpiration due to the

---

**Fig. 10.** Measured and simulated N–NO₃⁻ (left) and N–NH₄⁺ (right) concentrations at 20 (top), 40 (middle), and 60 cm (bottom) depth in plots I-C (the highest application of N) and I-C (no fertigation events).
Table 8
Nitrogen balance in each experimental plot during the three crop growth seasons.

|--------|------------------|------------------|------------------|-----------------------------|------------------|------------------|------------------|-----------------------------|------------------|------------------|------------------|-----------------------------|------------------|------------------|------------------|-----------------------------|
increase of the osmotic stress. Although nutrient uptake was somewhat lower in the plots irrigated with saline waters, only in group I, which had the highest applications of nitrogen, were the differences in N uptake between plots larger. However, even here, the difference in the cumulative N uptake between plots I-A and I-C was only 17.9 kg/ha. This was not significant enough to conclude that one could save on nitrogen applications by considering the quality of the irrigation water when defining an optimum fertigation schedule.

Fig. 13 shows the relationship between the N–NO$_3^-$ plant uptake calculated using HYDRUS-2D and the experimentally determined dry biomass yield expressed using a logarithmic function with a $R^2$ of 0.71. This logarithmic function fitted to experimental data shows that an additional incremental increase of N–NO$_3^-$ uptake produces diminishing returns in the total dry biomass response. Each additional unit of N–NO$_3^-$ taken up by plant roots added less to the total biomass output than the previous unit did. After a certain level of N–NO$_3^-$ uptake was reached (estimated here to be between those registered for groups II-III, i.e., 130–180 kg/ha), further increases in nutrient uptake did not contribute directly to the increase of the dry biomass yield. Group I thus involved some ‘luxury’ uptake, since the amount of N–NO$_3^-$ taken up by plant roots did not contribute significantly to the dry biomass yield. More detailed results of the effect of brackish waters on nitrogen needs and dry biomass yield of sweet sorghum can be found in Ramos et al. (2012).
3.4. About model validation

Deviations between measured data and simulated variables (Table 6) can be attributed to different causes, including errors related to field measurements, and to model input and model structure errors.

Field measurements: The most relevant source of errors related to field measurements refers to the representativeness of TDR measurements and ceramic cup samplings at different depths. TDR probes measure spatially averaged water contents over a certain soil volume, the size of which depends on the size and orientation of TDR probes (Ferré et al. 2002). However, the distribution of water under drip irrigation is highly spatially non-uniform (Gårdenäs et al., 2005; Hanson et al., 2006). Water contents were highest nearest the drip emitter after an irrigation event and then redistributed throughout the soil profile. Therefore, TDR probes averaged water contents over soil regions with different moisture status, while HYDRUS-2D reports water contents for a precise soil location (Fig. 4). Note that due to the dimensionality (axisymmetric) of our calculations, by averaging water content over a certain area around the observation node, we would obtain an average value for a circular pipe, rather than for a straight cylinder over which TDR averages its measurements. Likewise, measurements taken with suction cups were averaged over a sampling area of a certain volume, the size of which depends on soil hydraulic properties, the soil water content, and the applied suction in the ceramic cup (Weihermüller et al., 2005, 2011). Measured values thus did not represent point values as the simulations did. Spatial soil variability can also affect concentrations measured by suction cups, an issue extensively studied by Weihermüller et al. (2011).

Model input errors: The accuracy of the soil hydraulic properties, which were measured on undisturbed soil samples taken not in each experimental plot, but from a representative soil profile, and their representativeness in describing water infiltration and redistribution in different experimental plots seems to be important sources of error to consider. Soil hydraulic properties were determined in the laboratory on soil samples of a certain size (from 100 to 630 cm²) and may not be representative of the much larger simulated flow domain under field conditions. For example, soil samples are normally saturated in the laboratory by capillarity, with water entering the sample through the bottom, decreasing the possibility of the air being trapped inside. For this reason, saturation values are usually much higher in the laboratory than under field conditions (Simůnek et al., 1998), where this obviously cannot be accomplished. This may explain some of the deviations found in simulated water contents at a depth of 20 cm (Fig. 5) where HYDRUS-2D tended to simulate higher values during irrigation seasons than what field data showed.

Additionally, the soil was considered homogeneous in HYDRUS-2D simulations, and more complex physical phenomena, such as spatial and temporal variability of the soil hydraulic properties and the probable existence of preferential flow paths in the different experimental plots, were neglected. Considering these additional phenomena in HYDRUS simulations would likely have helped improve the agreement between measured and simulated data.

It is also important for water flow simulations to accurately estimate plant transpiration and soil evaporation. The dual crop coefficient approach used is generally considered accurate (Tolk and Howell, 2001; Howell et al., 2004; Liu and Luo, 2010), but is complex and requires various crop and soil parameters that need to be adjusted to experimental conditions. Finally, the crop parameters, such as those used in the Feddes et al. (1978) model, were taken from the literature and do not take differences among crop varieties into account. The Maas (1990) threshold and slope parameters, which were mainly intended to serve as a guideline to relative tolerance among crops, may vary with cultivars, climate, soil conditions, and cultural practices. Thus, estimates of uptake reductions must be regarded with some uncertainty (Skaggs et al., 2006b). The same can be said about the empirical relationship between ECw and ECwv.

Model structure (or modeling approach) errors: Limitations involved in considering an axisymmetrical domain to represent the three-dimensional movement of water and nutrients have to be considered. This approach has been widely used for analyzing surface and buried drip irrigation experiments (Cote et al., 2003; Skaggs et al., 2004; Gårdenäsv, 2005; Lazavitch et al., 2005; Hanson et al., 2006; Ajardy et al., 2007; Kandelous and Simůnek, 2010a,b; Ravikumar et al., 2011). Nevertheless, Kandelous et al. (2011) pointed out some of the limitations of this approach to be considered. Namely, the fact that flow from each emitter only remains axisymmetrical until the wetting patterns from neighboring emitters begin overlapping each other. Kandelous et al. (2011) state that the axisymmetrical representation is only an approximation of the fully three-dimensional problem and that the numerical results should increasingly depart from reality as time and irrigation volumes increase. Using a fully three-dimensional model, which is also available in HYDRUS (2D/3D), could improve water content simulations. In Ramos et al. (2011), a 1D version of HYDRUS, used for simulating a similar experiment, produced a RMSE (0.04 cm² cm⁻¹) larger than the 2D approach (0.03 cm² cm⁻¹) adopted in this study. Thus, adopting the 2D version of HYDRUS proved to be beneficial in lowering the simulation errors. However, numerical modeling is not that straightforward, and the notion that using a fully three-dimensional model would immediately bring better correspondence between measured and simulated data is unrealistic. The agreement between measured and simulated N–NO₃⁻ obtained here can serve as an example, since these results were worse than those obtained by Ramos et al. (2011). Considering a cylindrically shaped (0.375 m wide) simulation domain (Fig. 3) could be another possible model structure error, since the drip emitters' grid was in fact rectangular (0.75 m wide × 1 m long). This means that, in reality, water and solutes could redistribute in a larger soil domain than that considered in simulations.

Modeling of the N species: There are some additional considerations that need to be taken into account with regards to modeling the nitrogen fate and transport. The approach to model the transport of the nitrogen species using the sequential first-order decay chain reactions is relatively simple and has produced satisfactory results in many different studies (Ajardy et al., 2007; Mailhol et al., 2007; Crevoisier et al., 2008). However, this approach can only consider nitrogen processes that are involved in a sequential-first order decay chain, such as nitrification (N–NH₄⁺ transformation into
HYDRUS-2D successfully estimated the fate of nitrogen in field plots grown with sweet sorghum under European Mediterranean conditions. The logarithmic function describing the relation between estimates of $\text{N} \rightarrow \text{NO}_3^-$ uptake and the dry biomass yield ($R^2 = 0.71$) showed that sweet sorghum N requirements were lower than estimated N uptakes for the scenario with the highest levels of applied nitrogen, revealing some luxury uptake in these plots. The leaching of N out of the root zone depended closely on drainage, the amount of N applied, the form of N in the fertilizer, and the time and number of fertigation events. Based on model simulations, leaching of nitrogen occurred mainly in the $\text{N} \rightarrow \text{NH}_4^-$ form, reaching 41–70% of the total amount of $\text{N} \rightarrow \text{NO}_3^-$ available in the soil system. According to HYDRUS-2D, higher $\text{N} \rightarrow \text{NO}_3^-$ uptakes were obtained when the number of fertigation events was larger.
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